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Agenda
1. Internet-of-Things: What? How? Who?
2. The Chaos of the Untamed Fragmentation
3. Surviving the Outbreak
4. Thoughts on the Fallout
5. Ongoing Research
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Internet-of-Things
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What?

• “(…) natural evolution of  the Internet including not only the communication
between humans but also with any kind of object.”

Hardion et al., The Internet of Things and Control Systems

• “(…) distributes computational devices massively in almost any axis imaginable 
and connects them intimately to previously non-cyber aspects of human life.”

Sean Smith, The Internet of Risky Things

• “Interconnection of sensing and actuating devices providing the ability to share 
information across platforms (…). This is achieved by seamless large-scale sensing, 
data analytics and information representation using cutting edge ubiquitous 
sensing and cloud computing.”

Gubbi et al., Internet of Things (IoT): A Vision, Architectural Elements, and Future Directions
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• Computing 
Power

• Energy 
Consumption

• Heterogeneity

• Volatility

• Cost

How?
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How? Communications
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How? Devices & OS
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Who? The vertical silos
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T H E  C H A O S  O F  
T H E  U N T A M E D  

F R A G M E N T A T I O N
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What IoT 
should be 
like…
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What IoT 
is…
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Cloud-First, Cloud-Only, Local-First, Local-Only…

• “The paradigm of cloud computing has transformed the IT 
industry, enabling developers to use high-performance 
hardware and applications (…) with significant reductions in 
hardware maintenance costs, scalability, and so forth.”

• “The ability to offload complex tasks from devices with 
limited computation capabilities to virtually limitless 
processing capacity in the cloud (…) ignores two major 
issues: threats to privacy from organizational and government 
surveillance, and advances in hardware capabilities.”

Rawassizadeh et al., NoCloud: Exploring Network Disconnection through On-Device Data Analysis 

13



The Cloud/Internet Dependency
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The S in IoT stands for Security

• Will embedded machines be patchable? 

• Will anyone think of maintaining the inexpensive parts of the physical infrastructure? 

• Will machines and software last longer than the IoT startups that create them?

• Will anyone even remember where the machines are? 

• When the inevitable happens, what will a compromised machine in the IoT be able 
to do? 

It’s no longer just containing data; it’s controlling boiler temperatures, elevator 
movement, automobile speed, fish tank filters, and insulin pumps…

Sean Smith, The Internet of Risky Things
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A view 
on 
Stuxnet
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This device is now deprecated ™
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The Privacy-scandal

• Identification

• Localization and Tracking

• Profiling

• Privacy-violating interaction and presentation

• Lifecycle transitions

• Inventory attack

• Linkage
Ziegeldorf et al., Privacy in the Internet of Things: Threats and Challenges
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Who owns your data?

• “The analyzed metadata revealed even more how deep smart 
speakers intrude your private sphere – and that in the end Amazon, 
Apple and Google will know (nearly) everything about you. ”

@sveckert, Alexa, who else is listening?, https://media.ccc.de/v/rc3-466940-alexa_who_else_is_listening

•
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The Quest for Reliability

• Device reliability: battery-dependency, memory and CPU constraints, 

harsh environmental conditions and “fail-dirty” sensors.

• Communication and network reliability: identification and mobility, 

addressing too many devices (is this the year of IPv6?), interferences (…) 

network is liable to drop sensor readings, or produce unreliable readings. 

• Application layer reliability: “If anomalous data is sent from the device 

through the network into the application layer, this will reduce the 

reliability of the application.”
Moore et al., IoT reliability: a review leading to 5 key research directions
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Surviving the Outbreak
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Offline-first & Local-first

• “We can’t keep building apps with the desktop mindset of permanent, fast 
connectivity, where a temporary disconnection or slow service is regarded 
as a problem and communicated as an error.”

Offline First, http://offlinefirst.org/

• “Cloud apps are popular because they enable real-time collaboration, and 
make it easy for us to access our work from all of our devices. However, by 
centralizing data storage on servers, cloud apps also take away ownership 
and agency from users. If a service shuts down, the software stops 
functioning, and data created with that software is lost.

Kleppmann et al., Local-first software: you own your data, in spite of the cloud
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Ownership vs Features

• Manual configuration (and program) vs Plug-and-play experience.

• No “catch-all” voice interaction  vs Easy integration with Smart Assistants.

• Devices’ (vendors) limitations on manual configuration and DIY integrations.

• Build-your-own-system requires some degree of technical knowledge.
Internet-of-broken-Things -- A highly-opinionated overview (0xOPOSEC), https://speakerdeck.com/jpdias/internet-of-broken-things

• Carefully analyze the devices before buying them. 

• Always prefer devices and systems that work out-of-the-box without Internet 
connection (not even for “installation”).

• Create a segregated VLAN only for the IoT devices if it’s possible.

• Avoid devices that use “unknown” or proprietary protocols.
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Reliability

• Always think on the worst scenario that could happen:
• What if I lose Internet connection?

• What if an attacker gains access to my home network?

• What if there’s a sudden power loss (or spike)?

• What if the communication gateway (or router) disappears?

• What if a sensor reports erroneous readings? 

• What if an actuator goes rogue (e.g. an out-of-control Roomba)?
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T H O U G H T S  
O N  T H E  

F A L L O U T
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Security-wise

• “If we build this new internet the way we built the current Internet 
of Computers (IoC), we are heading for trouble: humans cannot 
effectively reason about security when devices become too 
long- lived, too cheap, too tightly tied to physical life, too 
invisible, and too many.”

Sean Smith, The Internet of Risky Things
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Regulamentation and Certification

• General lack of regulamentation (GDPR was a good start).

• Adjustment of Certification beyond RF emissions and power loads.

• But, typically, legislation is too slow-paced when compared to 
technological evolution.
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The Path to Idiot Proof Systems

• “Programming today is a race between software 
engineers striving to build bigger and better idiot-proof 
programs, and the Universe trying to produce bigger and 
better idiots. So far, the Universe is winning.”

Rick Cook, The Wizardry Compiled 
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Self-Managed Systems & Autonomic Computing

• Inspired in the autonomic nervous system of the human body, IBM 
Research introduced the concept of autonomic computing. 

• Progressively make computing systems more self-managed, 
hiding the intrinsic complexity of the systems away from 
operators and other users.

• Systems should also be capable of adapting to unpredictable 
changes in its operational environment while increasing 
predictability, speed of response, and reliability of computing 
systems.
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• On April 26, 1986, the 
Number Four RBMK 
reactor at the nuclear 
power plant at Chernobyl, 
Ukraine, went out of 
control during a test at 
low-power (…). 

• Safety measures were 
ignored, the uranium fuel 
in the reactor overheated 
and melted through the 
protective barriers. 

33



Launched in 1977, “Voyager 2 has returned to 
normal operations following the anomaly on 
Jan. 25, 2020. The five operating science 
instruments, which were turned off by the 
spacecraft's fault protection routine, are back 
on and returning normal science data.”

“The fault protection software routine was 
designed to automatically manage such an 
event, and by design, it appears to have 
turned off Voyager 2's science instruments 
to make up for the power deficit.”

“(…) unexplained delay in the onboard execution of 
the maneuver commands inadvertently left two 
systems that consume relatively high levels of power 
operating at the same time. This caused the spacecraft 
to overdraw its available power supply.”

Voyager 2 Returns to Normal Operations, 
https://www.jpl.nasa.gov/news/voyager-2-returns-to-normal-operations 34
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O N G O I N G  
R E S E A R C H
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End-User Development

• “Real-time Feedback in Node-RED for IoT Development: An Empirical Study” 
Diogo Torres, João Pedro Dias, André Restivo and Hugo Sereno Ferreira

• “Conversational Interface for Managing Non-Trivial Internet-of-Things Systems” 
André Sousa Lago, João Pedro Dias, and Hugo Sereno Ferreira

36



Autonomic 
Computing 

• “A Pattern-Language for Self-Healing 
Internet-of-Things Systems”
João Pedro Dias, Tiago Boldt Sousa, André Restivo and 
Hugo Sereno Ferreira

• “Visual Self-Healing Modelling for 
Reliable Internet-of-Things Systems”
João Pedro Dias, Bruno Lima, João Pascoal Faria, André 
Restivo and Hugo Sereno Ferreira
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Distributed IoT Computation

• Visually-defined Real-Time Orchestration of IoT Systems
Margarida Silva, João Pedro Dias, André Restivo and Hugo Sereno Ferreira

38



Read More
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